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However, it is non-trivial to implement 
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Target Slot Value PtrFP & State: INSERT Key
INSERT: 0xFFFFFFFFFFFFFFFE

Target Slot Value PtrFP & State: Hash Value Key

Check if the key exists1

Find the empty slot belonging to 
the less-loaded bucket
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Value PtrFP & State: INSERT Key

In-place writing

Set the FP to the hash value of the key5

Crash
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Lock-Free and Log-Free Insertion
Warp ...Thread 0 Thread 1  Thread 31

Buckets ... ... ...

Target Slot Value PtrFP & State: EMPTY_KEY
EMPTY: 0xFFFFFFFFFFFFFFFF

Key

Target Slot Value PtrFP & State: Hash Value Key

Check if the key exists1

Find the empty slot belonging to 
the less-loaded bucket

2

Set the FP to the hash value of the key5

Recover
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Ø  Platform
• 1 V100 GPU + 768 GB Intel Optane DC PM (6 × 128 GB)

Ø  Comparisons
• CPU-assisted approaches[1]: Clevel[ATC’20] , Dash[VLDB’20], and SEPH[OSDI’23]

• GPM-enabled approaches: Clevel-GPM and SlabHash[IPDPS’18]-GPM

Ø  Workloads
• YCSB workloads: 8-byte and 32-byte keys, 128-byte values
• Real-world workloads: DLRM and PageRank

1 For fair evaluation, we use PM to store the data and leverage PM hash indexes to manage the data in PM 16
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End-to-End Performance

YCSB A YCSB C4.7× 3.7×

GPHash improves the throughput by 1.9~6.3✕
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Latency Breakdown

GPHash fully leverages the high parallelism of GPU and provides a 
low-overhead consistency guarantee 18
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Conclusion

Ø  Inefficient GPU data management on large-scale data
• High overhead for data transfer
• Extra CPU consumption

Ø  GPHash: an efficient GPM-enabled hash index
• GPU-conscious and PM-friendly hash table
• Lock-free and log-free operations
• Frozen-based bucket cache

Thank you! Q&A

https://github.com/LighT-chenml/GPHash

chenml@hust.edu.cn
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